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Abstract. Issues in the discussion culture in social media call for new approaches 

to improve, for example, the practices of commenting online news articles or 

similar public content. Our ongoing research aims to design and develop user 

interface mechanisms that could automatically intervene the reading or comment-

ing experience in order to enhance emotional reflection and thus improve online 

behavior. While this aim might seem desirable, it is a conundrum where the so-

lutions need to carefully balance various requirements and values. For example, 

automatic moderation of the messages might violate the fundamental right to 

freedom of opinion, and computationally tampering the intimate act of human 

communication might feel inappropriate. This paper discusses various issues 

from the perspectives of social acceptance and ethics by presenting three seem-

ingly effective, yet problematic design explorations. Following the ideology of 

critical design, we contemplate how the design conventions in social media could 

be changed without introducing adverse behavioral consequences.  
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1 Introduction 

In both the academic community and public discourse, we have recently seen heated 

discussions on how the various services have detrimentally affected the communication 

culture. Issues like social media rage, hate speech [5] cyberbullying, and increased po-

larization of the opinion sphere [6] could be considered as side effects of using digital 

media as the channel for public discourse and opinion exchange. However, the pro-

cesses and reasons behind these symptoms are much deeper than people misbehaving 

in such digital communication services. 

We suggest that the symptoms result from processes related to emotions and emotion 

regulation. The ability to regulate one’s emotions and mood is a necessity practically 

for every area of life [4] but has been found to be challenging in technology-mediated 

textual communication. Emotions are widely expressed in textual format in digital me-

dia environments, such as social media services, online communities, and commenting 

threads of journalistic content, but it has been argued that the lack of nonverbal cues in 

textual communication deteriorates the ability to control emotions and empathize with 

other people [10]. Thus, we should better understand how emotions actually function 
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in such communication and develop mechanisms that help individuals to regulate emo-

tions.  

Emotion processes operate largely unconsciously. An example of this is the case of 

emotional mimicry. People tend to react automatically to other people’s emotion ex-

pression stimuli so that when we see or hear others’ expressions of joy or anger, for 

example, we tend to mimic them without being conscious of what we saw or heard [3, 

8]. Additionally,  visually presented emotional words have been shown to evoke emo-

tions. In digital media environments, it has been found that the conversation context, 

mood and other contextual factors can increase the probability of anyone writing uncivil 

comments [2]. 

Recent evidence shows that affect labelling (e.g., turning emotional cues into words) 

can attenuate emotional experiences and thus be one form of emotion regulation. Stud-

ies have shown that affect labelling does have significant effects on emotion related 

physiology, behavioral responding, and experiences. This is called as implicit emotion 

regulation because it does not require conscious intent to regulate emotional experience 

[9].  This type of process could be a potential option for unobtrusive emotion regulation 

in social media. 

This challenging application area and research goal calls for critical thinking and 

systematic analysis of the existing UI mechanisms in computer-mediated communica-

tion. Consequently, we utilize critical design [1], which applies knowledge from social 

sciences and humanities for reflective design of artefacts, foregrounding the ethics of 

design practice, revealing potentially hidden agendas and values, and exploring alter-

native design values. Critical design has been argued to allow better understanding and 

shaping technologies that can lead to negative outcomes. Design artefacts are used to 

make consumers more critical about “how their lives are mediated by assumptions, val-

ues, ideologies, and behavioral norms inscribed in designs” [1]. 

Having said that, applying critical design to improve online discussion culture ne-

cessitates a careful analysis of the possible behavioral consequences of the developed 

UI mechanisms and how people could appropriate them in various ways, some of which 

might be detrimental. This position paper contributes a critical analysis from the view-

point of social acceptance with regard to three preliminary and speculative concept de-

signs. Rather than trying to theorize or define the notion of social acceptance, this paper 

identifies domain-specific risks and issues that could help doing so at the workshop. 

2 Designs and Critique 

2.1 On the Design Space / Design Principles  

We subscribe to the idea of implicit affect labelling by Torre & Lieberman [9], that is, 

making the emotionally loaded elements in a message more explicit. Our designs for 

this expect a future where we have advanced methods of natural language processing 

and human-labeled training data for supervised machine learning. 

These designs are three handpicked examples out of 50+ ideas, included here be-

cause they elicit different kinds of social acceptance issues. However, the designs share 
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the principle that affect labelling is meant to be purely personal and not visible to others 

(other, remote users of the platform). 

2.2 Design 1: Virtual Audience 

 

Fig. 1. Left: A virtual audience showing emotional reactions present in the discussion would 

appear on top of the comment section. Right: Anticipated reactions to user’s writing. 

In the Virtual Audience design, the user intends to read the comments to an article when 

they see an array of abstract, yet animated anthropomorphic figures with various facial 

expressions (see Fig. 1 left side). The facial expressions represent the emotional reac-

tions present in the discussion. In addition, when one starts to write a comment, a sim-

ilar visualization of the anticipated reactions (of different kinds of people) begins to 

form (see Fig. 1 right side). 

The design attempts to solve the practical problem that to understand how people 

feel about an article and the comments requires carefully reading the comments. The 

emotional reactions are summarized to give a sense of a live audience. The more spe-

cific critical design principles that the design utilizes include:  

 Humanization of text that could otherwise seem impersonal. 

 Social pressure: people generally want to produce positive emotions in others. 

 People are wired to look at human faces. 

 Ambiguity in how the facial expressions come about. 

 Exaggeration of facial expressions and contrasts between the expressions. 

 Gentle satire: imitating opposite emotional reactions to texts, to ridicule people. 

The design introduces several potential issues of social acceptability and ethics. (1) The 

virtual audience may feel like an actual audience and this may evoke more real life like 

normative behavior in the digital environment. (2) The virtual audience may highlight 

or greatly increase the impact of the first comments; hence, the first commenters may 

feel that their comments are given a disproportionate amount of attention by the virtual 

audience. (3) Users might start to optimize their comments to reach positive audience 

reactions; alternatively, some users might be provoked to opposite behavior. (4) The 

virtual audience, being an easily observable UI element, may enable collocated people 

to judge the quality of a commenter’s writing. (5) The virtual audience might become 

a key element of the public image of a certain digital platform or news broadcaster, 
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which might contradict with how they want to be seen. Furthermore, some commenters 

might be considered as obedient or disobedient, affecting their public image. 

2.3 Design 2: Emotion Symbols 

 

Fig. 2. Left: Users rate comments for their emotional qualities and the system calculates per-

centages of ratings for comment threads and individual comments. Right: The system predicts 

what kind of emotional reactions the comment would elicit. 

The Emotion Symbols design mimics the convention of giving certain reactions to 

posts, but approaches this by explicating one’s emotional reaction to a message. While 

Fig 2. displays only three types of labels (a general positive reaction, “this is explosive” 

and “loving this”), the vocabulary of labels could be very broad. The users can rate the 

comments by clicking the symbols. In addition, when a user is writing a comment, they 

will see the symbols and percentages change based on what they write, according to the 

system’s prediction on what kind of emotional reactions the comment would elicit.  

The design attempts to solve the problem that there is no explicit information on the 

emotional content of the comments. It proposes to explicate the emotional quality of 

each comment and comment thread in a quantified way to help to select which com-

ments or threads to read. Other principles that the design utilizes include:  

 Playfulness: the symbols chosen to represent emotions (e.g., hearts and bombs) are 

visually playful. 

 Gamification: e.g., users may try to get hearts or bombs. 

 Ambiguity: leaving room for interpretation on what contributes to the percentages, 

which can encourage people to reflect on the messages they create. 

The social acceptability and ethical issues include, for example, the following. (1) The 

commenter may feel that this design increases the risk that they will be bullied. Getting 

“bombed” or assigning other labels introduces new mechanisms of giving feedback, 

which might affect self-esteem. (2) Related to quantification, some may find it ques-

tionable that the nuanced and highly subjective semantics in their comments are re-

duced into numbers. As Lucy Suchman warns, any form of categorizing bears the risk 
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of politicizing, with which minds can be formed and opinions made [7]. (3) While writ-

ing, it can feel awkward that an algorithm defines the value of the comment. (4) Related 

to the previous, some users may try to ”game the system” and try to maximize or min-

imize the metrics. This provides a new potential reason for writing comments, which 

undermines the primary communicative purposes of writing comments. 

2.4 Design 3: Regretting one’s choice of words 

 

Fig. 3. Left: User is given a chance to regret one’s choice of words after publishing a seemingly 

uncivil comment. Right: User 2 sees a note that user 1 has regretted their words. 

In the Regret design, user 1 has just published a comment and they are looking at it. 

Then they see a notification on their comment that allows regretting one’s words (see 

Fig. 3, left). Alternatively, the user 1 may regret after seeing what kind of a mess their 

comment caused. It is noteworthy that only the user sees the notification and only after 

clicking the regret button the other users see this as an extra label (Fig 3, right). 

The design attempts to solve the problem that there are no quick and easy ways for 

a commenter to regret what they wrote or how they placed their words; editing a pub-

lished comment requires more skill and effort, and deleting one’s comment entirely 

might not be desirable either. In other words, the design introduces a light-weight way 

for a user to notify others that they are not happy with their comment either, for exam-

ple, to help resolving heated discussions. More specific principles include: 

 Surprise: if the user does not realize their comment is controversial, notification by 

the system will surprise them. Moreover, regretting can be surprising to other users. 

 Implying that messages should not be read too literally. 

 Drama: it can be thought to be dramatic when someone regrets what they said. 

 Social conventions: regretting is a universal behavioral pattern related to forgiveness 

 Gamification: the design adds cost-benefit calculation to the discussion, making it 

more game-like; and the regret notification is “armor” against criticism. 

The potential social acceptability and ethical issues include the following. (1) Users 

may consider regretting like this to be too easy to be counted as real regretting. (2) 

Some users might start writing more thoughtlessly than before, thinking, “you can re-

gret it later, right?” The discussion might start resembling more synchronic communi-

cation, however, without the benefits of the multimodal face-to-face channel. (3) The 

system might feel patronizing and awkward in some cases (presuming it lacks “com-

mon sense” and does not recognize that strong language is sometimes ok). 
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3 Discussion and Conclusions 

We presented work-in-progress on UI designs that aim to improve emotional reflection 

in social media discussions. While our intention is to create ethically sustainable de-

signs and to avoid compromising social acceptance, this preliminary analysis implies 

that identifying a design that is at the same time effective and sustainable is challenging. 

Each design has their pros and cons. We would gladly continue the discussion on prob-

lematizing the existing UI mechanisms in social media and the presented designs. A 

more thorough analysis of the potential ramifications could be implemented by, for 

example, reflecting on certain items in the human rights declaration by the United Na-

tions (e.g., freedom of opinion and expression, peaceful assembly, free participation in 

cultural life). Various moral philosophical doctrines (e.g., starting all the way from 

Nichomachean Ethics by Aristotle, and other virtue ethics) would also provide insight-

ful viewpoints. That said, while Critical Design is all about questioning various con-

ventions, we argue that especially in this kind of application area something that should 

not be deliberately twisted are the ethical principles—they also shapes people’s percep-

tions of what kind of technology is acceptable. 
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